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age of 

epidemics 

Detection Response

Challenges: 

• Political transparency 

• Only focused on human health

• Disparate sources 

• Data sharing and interoperability 

• Language barriers 

• Lack of geographic scope 

• Lack context and prioritization/prognostication 

• Behind paywall

Reporting
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Public Health 

Partners

Individual 

Communications

HealthMap

(web scrapping)

Pandemic LLM

Signal 

Verification & 

Context

Open Source Reports

 (& LLM Models)

Predictive

Intelligence

• Signal Prioritization

• Translation

• Copy editing and drafting

• Inclusion of reference 

data

• Trained on historic data

Signal Detection

• Online news aggregators

• Eyewitness reports

• Online expert-curated 

discussions

• Validated official reports

• 12 languages, 24/7

• Globally based SMEs

• Network of trust

• Multidisciplinary 

expertise

• Many ex-ProMED

• Authoring online reports  

• Near real-time

• Context + data

• All UN languages

• Practitioner discussion 

• Visual & data layers

• Predicting scope, spread 

& severity

• Linked to SME 

verification

• Generated for different 

use cases



625 Documents

7,008 Documents

1,528 Documents

469,701 Full Papers 

8,264 Documents 

5,966 Books

2,152 Documents

• 4 A100 nodes

• 8 GPUs per node -> 32 GPUs

• 80 GB memory per GPU

Low-Rank Adaptation

• 2 nodes

• 4 GPUs per node -> 8 GPUs

• 80 GB memory per GPU

• LLaMA 3.2 (1B parameters)

• Total training duration: 80 hrs

• LLaMA 3.2 (3B parameters) 

• Total training duration: 240 hrs

Starting from a Generic, Open-

Source, Pretrained LLM

Support 

from NSF

Support 

from DOE

Using Publicly Available Documents



Context, Editing Final Editing, 

Approval



Signal Info Extraction
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Signal Processing

Filtering Out Non-Disease  

Related Signals
BERT-Embed (Training &

Validation

Dataset)

Cross-Validation & Recursive 

Feature Elimination
Logistic 

Regression 

Classifier

BERT-Embed (Test

Dataset)

• Trained on 5000 scraped HealthMap historical data on specific outbreak dates and labeled by GPT-4o.

• Reached a high AUC of 98% on test set.

• Excludes the unrelated incoming signals to reduce the load on the server and LLM processing required.

Test
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• Transparent, independent and One Health focused

• Near real time, open source, data in all UN languages

• Context regarding why a new “signal” matters to help inform non 

practitioners and policy makers

• Predictive intelligence to guide response scale and scope

• Serve as platform for collaboration in outbreak response

• Linkage to data, reference materials, clinical guidelines and 

situation reports to raise interdisciplinary situational awareness

• Ability to train global scholars on public health AI use case

• Provide data for research in public health, AI, policy and natural 

sciences

Web platform &

 predictive 

intelligence

International 

Governance Board

Global 

Training

 Program 

Community of 

Practitioners



FUNDERS

TECHNICAL PARTNERS & COLLABORATORS

LEADERSHIP

Buildup:

• 6-9 months for the open, AI-

enabled, outbreak reporting 

system

• 1 additional year for predictive 

models and system enhancements 

& improvements

Steady-state: 

• Continuous system and model 

improvements

• Building educational programs for 

physicians, policymakers, and 

stakeholders

• Advising government agencies

• Public engagement events

• Launching programs to support 

policy development, and the 

development of vaccines and 

therapeutics

MORE INFORMATION
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